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Chapter 6 sensation and perception worksheet answers

SOCIALEs constantly change our behavior, beliefs and attitudes according to what we perceive to be around people. On 6 September 2007, a Summit of Leaders of the Asia-Pacific Countries (APEC) was held in sydney centre, Australia. World leaders, including the then US President, George W. Bush, attended the
summit. Many roads in the area were closed for security reasons and the police presence was high. As a prank, eight members of the Australian television satire Chaser War all assembled a fake motorcade consisting of two black four-wheel-drive vehicles, a black sedan, two motorcycles, body guards, and drivers (see
video below). Group member Chas Licciardello was one of the cars disguised as Osama bin Laden. The motorcade drove through Sydney's central business district and entered the meeting security zone. The motorcade was waved by police through two checkpoints until the Chaser group decided that it had taken the
gag far enough and stopped outside the InterContinental Hotel, where former President Bush was staying. Licciardello went out on the street and complained to a character like bin Laden about not being invited to the APEC Summit. It was only at this time that the police belatedly verified the identity of the members of
the group, finally arresting them. Chaser APEC Motorcade Stunt then the band testified that it had made little effort to disguise its attempt as something more than a prank. The group's only real attempt to fool the police was its Canadian flag-marked vehicles. Other than that, the group used obviously false credentials,
and its security passes were typed with a joke, Insecurity and It's pretty obvious it isn't a real pass, all clearly visible to any policeman who might be troubled to watch closely as the motorcade passed. The required APEC 2007 Official Vehicle sticker was the name of the band's show printed on them, and this text: This
dude likes trees and poetry and some types of carnivorous plants excite him. In addition, some of the bodyguards were carrying video cameras, and one of the motorcyclists was dressed in jeans, though information would have alerted the police that something was out of place. Chaser pranksters later explained the main
reason for the stunt. They wanted to make a statement that bin Laden, the world leader, was not invited to the APEC summit, where terror issues were discussed. The secondary motive was to verify the security of the event. The show's lawyers confirmed the stunt, under the assumption that the motorcade will be
suspended at the APEC meeting. The ability to detect and interpret the events that occur around us allows us to respond to these stimuli properly (Gibson &amp; Pick, 2000). In most cases the system is successful, but as you can see in the example above, it is not perfect. In this chapter, we will discuss the strengths
and limitations of these abilities, focusing both on the sense of consciousness that arises from stimulating the sensory organ and perceptions— the organization and interpretation of feelings. Feeling and perception work flawlessly together to allow us to experience the world through our eyes, ears, nose, tongue and skin,
and to combine what we are currently learning from the environment, with what we already know about making judgments and choosing appropriate behavior. The study of feelings and perceptions is extremely important in our daily lives, because the knowledge created by psychologists is used in so many ways to help
so many people. Psychologists work closely with mechanical and electrical engineers, with experts in defense and military contractors, and with clinical, health and sports psychologists to help them apply this knowledge to their daily practices. The study is used to help us understand and better prepare people to cope
with such diverse events as driving cars, flying airplanes, creating robots, and managing pain (Fajen &amp; Warren, 2003). We will begin the chapter with an emphasis on six senses of seeing, hearing, smelling, touching, tasting, and monitoring body positions (proprioception). We will see that feeling is sometimes
relatively direct, in the sense that the various stimuli around us inform and guide our behavior quickly and accurately, but still always the result of at least some interpretation. We don't directly experience incentives, but rather we experience these stimuli because they are created by our senses. Each feeling accomplishes
the basic process of transduction-conversion stimuli detected by receptor cells in electrical impulses, which are then transported to the brain in different, but related, ways. After we have reviewed the basic processes of feeling, we will focus on the topic of perception, focusing on how the brain-processing sensory
experience can not only help us make quick and accurate judgment, but also deceive us into making perceptual and judgmental errors like those that allowed the Chaser group to violate the safety of an APEC meeting. Review and summarize the abilities and limitations of a person's sense. Explain the difference
between feeling and perception and describe how psychologists measure sensory and difference thresholds. Humans have strong sensory abilities that allow us to feel the kaleidoscope sights, sounds, smells, and tastes that surround us. Our eyes reveal light energy and our ears pick up sound waves. Our skin senses
touch, pressure, hot and cold. Our tongues react to the molecules of the foods we eat, and our noses reveal the smells in the air. The human perception system is wired for accuracy, and people are make good use of a wide range of available information (Stoffregen &amp; Bardy, 2001). In many ways, our senses are
quite remarkable. The human eye can detect the equivalent of a single candle flame burning 30 miles away, and can be distinguished between more than 300,000 different colors. The human ear can detect sounds as low as 20 hertz (vibrations per second) and as high as 20,000 hertz, and it can be heard ticking the
clock about 20 feet away in a quiet room. We can taste a teaspoon of sugar dissolved in 2 gallons of water, and we can smell one drop of perfume dispersed in a three-room apartment. We can feel the wing bee on our cheek dropped from 1 centimeter above (Galanter, 1962). Figure 4.2: The dog's highly sensitive sense
of smell comes useful in the search for missing persons, explosives, food and drugs. While there is a lot that we are feeling, there is even more that we don't have. Dogs, bats, whales, and some rodents all have a much better hearing than we do, and many animals have a much richer sense of smell. Birds are able to
see ultraviolet light, which we cannot (see Figure 4.3 ultraviolet light and bird vision) and can also feel the pulling of the earth's magnetic field. Cats have a very sensitive and sophisticated touch, and they are able to move in complete darkness using a mustache. The fact that different organisms have different sensations
is part of their evolutionary adaptation. Each species is adapted to show the things that matter most to them, but are blissfully unaware of things that don't matter. Figure 4.3 Ultraviolet light and bird vision Since birds can see ultraviolet light, but people can't, which looks to us like a simple black bird looks much different
from a bird. Psychophysics is a psychology industry that studies the effects of physical stimuli on sensory perception and mental state. The home of psychophysics was founded by the German psychologist Gustav Fechner (1801–1887), who was the first to study the relationship between the power of stimulus and a
person's ability to discover the stimulus. The measurement methods developed by Fechner and his colleagues are partly designed to help determine the limits of a person's sense. One important criterion is the ability to detect very weak stimuli. The absolute threshold of feeling is defined as an intensity stimulus that
allows the body to only barely detect it. In a typical psychophysical experiment, an individual is presented with a series of trials in which the signal is sometimes displayed and sometimes not, or in which there are two stimuli that are the same or different. Imagine, for example, that you were asked to do a hearing test. In
each study, your job is to indicate either yes if you have heard or not if you do not. Signals are purposefully made to be very weak, making accurate judgment difficult. The problem for you is that very weak signals create uncertainty. Because our ears are constantly sending background information to the brain, you
sometimes think you heard a sound when no one was there and you sometimes fail to detect the sound that's there. Your task is to determine whether the neuronal activity that occurs is only related to background noise or is the result of a noise signal. The responses you provide during the hearing test can be analysed
using signal detection analysis. Signal detection analysis is a method used to determine the ability to detect the ability to separate true signals from background noise (Macmillan &amp; Creelman, 2005; Wickens, 2002). As shown in Figure 4.4, the results of the signal detection analysis produce four possible results: a hit
occurs when you, as a listener, correctly say yes when there was sound. A false alarm occurs when you answer yes without a signal. In the other two cases, you answer no- either miss (saying no, when there was a signal) or correct rejection (saying no, when there was actually no signal). Figure 4.4: Figure 4.4: Two of
the possible decisions (hits and correct rejections) are accurate; the other two (missed and false alarms) are errors. Analysis of data from a psychophysical experiment creates two measures. One measure, known as sensitivity, refers to an individual's true ability to detect the presence or absence of signals. People who
have better hearing will have a higher sensitivity than will be those with poorer hearing. The second measure, response bias, refers to the behavioral tendency to respond yes to trials that are independent of sensitivity. Imagine, for example, that instead of taking a hearing test, you are a soldier on guard duty, and your
job is to detect a very weak sound breaking branch that indicates that the enemy is nearby. You can see that in this case making a false alarm by warning other soldiers the sound is probably not as expensive as passing (failure to report sound), which could be deadly. Therefore, you might also accept a very lenient
response to bias, in which, when you are not at all sure, you send a warning signal. In this case, your responses may not be very accurate (your sensitivity may be low because you make a lot of false alarms) and yet extreme response bias can save lives. Another application for signal detection occurs when medical
technicians study body images of the presence of cancerous tumors. Again, miss (in which the technician wrongly that there is no tumor) can be very expensive, but false alarms (referring to patients who do not have tumors to further conduct testing) also have a cost. The final decisions that technicians make are based
on the quality of the signal (clarity of the image), their experience and training (the ability to recognize certain shapes and textures of tumors), and their best guesses about the relative cost of misses against false alarms. Although we have drawn attention to this point on the absolute threshold, the second important
criterion relates to the ability to assess differences between incentives. The margin threshold (or simply noticeable difference [JND]) refers to a change in stimulus that can only be just fixed in the body. German physiologist Ernst Weber (1795-1878) made an important discovery about the JND, namely that the ability to
detect differences depends not so much on the size difference, but on the size difference relative to the absolute size of the stimulus. Weber's law argues that the only obvious difference in stimulus is a permanent part of the initial intensity of the stimulus. As an example, if you have a cup of coffee that has just a very
little sugar in it (say, 1 teaspoon), adding another teaspoon of sugar will make a big difference in taste. But if you add the same teaspoon to a cup of coffee that already had 5 teaspoons of sugar in it, then you probably wouldn't taste the difference so much (in fact, according to Weber law, you would have to add another
5 teaspoons to make the same difference in taste). One interesting application of Weber law is our daily shopping behavior. Our tendency to perceive cost differences between products depends not only on the amount of money we spend or save, but also on the amount of money saved relative to the purchase price. I
dare say that if you are going to buy soda or candy bar in a convenience store and the price of goods ranged from $1 to $3, you would think that a $3 item costs much more than $1 an item. But now imagine that you were comparing between two music systems, one that cost $397 and one that cost $399. Perhaps you
would think that the cost of the two systems was about the same, even if buying a cheaper one would still save you $2. If you study Figure 4.5 Absolute threshold, you will see that the absolute threshold is the point at which we are aware of a weak stimulus. At this point, we say that the stimulus is conscious because we
can accurately report its existence (or its absence) better than 50% of the time. But can subliminal stimuli (events that occur below the absolute threshold and from which we did not recognize) have an impact on our behavior? Figure 4.5: Figure 4.5: to perceive it. Incentives below the absolute threshold can still have at
least some impact on us, even if we cannot consciously detect them. Various research programs have found that subliminal stimuli can affect our judgement and behavior, at least in the short term (Dijksterhuis, 2010). But whether presentation subliminal stimuli can affect the products we buy is a more controversial topic
in psychology. In one of the experiments in question, Carreman, Stroebe and Claus (2006) were the views of Dutch students in a series of computer studies in which a series of letters such as BBBBBBB or BBBBBBBBB were submitted on screen. To make sure they paid attention to the display, students were asked to
note whether the strings contained a small b. However, just before each string of letters, researchers presented either the name of the drink, which is popular in Holland (Lipton Ice) or a control string containing the same letters as Lipton Ice (NpeicTol). These words were submitted so quickly (only one fiftieth second) that
the participants could not see them. Then students were asked to indicate their intention to drink Lipton Ice by answering questions like If you could sit on the terrace now as much as possible, it is that you ordered Lipton Ice, as well as to indicate how thirsty they were at the time. Researchers found that students who
were exposed to Lipton Ice's words (and especially those who indicated that they were already thirsty) were significantly more likely to say that they would drink Lipton Ice than those who were exposed to the control words. If it were effective, such procedures (we can call a method of subliminal advertising because it
advertises a product outside of comprehension) would have some great benefits for advertisers because it would allow them to promote their products by directly disrupting consumer activity and without consumers knowing they are being convinced. People can't counterargue with or try to avoid influencing messages



received outside of awareness. Because of the fear that people may be affected without their knowing, subliminal advertising is legally prohibited in many countries, including Australia, the UK and the United States. Although it has been shown to work in some studies, the effectiveness of subliminal advertising remains
unclear. Charles Trappey (1996) conducted a meta-analysis analysis in which he combined 23 leading studies that examined the impact of subliminal advertising on consumer choice. The results of his meta-analysis showed that subliminal ads had little impact on consumer choice. And Saegert (1987, p. 107) concluded
that marketing would quit giving subliminal ads the benefit of the doubt, arguing the effects of subliminal stimuli are usually so weak that they are usually overshadowed by a person's decision-making about behavior. In general, the evidence of the effectiveness of subliminal advertising is weak and its effects may be
limited to only a few people and only in some circumstances. You probably don't have to worry too much about being subliminally persuaded in your daily life, even if subliminal ads are allowed in your country. But even if subliminal advertising is not as effective on its own, there are plenty of other indirect advertising
methods that are used and that do the job. For example, many ads for cars and alcoholic beverages are finely sexualized, which encourages consumers to indirectly (even if not subliminally) associate these products with sexuality. And there are increasingly frequent product placement techniques where images of
brands (cars, sodas, electronics, and so on) are placed on websites and popular television shows and movies. Harris, Bargh, &amp; Brownell (2009) found that being exposed to food advertising on television greatly increased child and adult snacking behavior, again suggesting that perceived images, even when
presented above the absolute threshold of effects, can still be very subtle. Another example of treatment that occurs outside our awareness is where some areas of the visual cortex are damaged, causing blindsight, a condition in which people are unable to consciously report visual stimuli but are still able to accurately
answer questions about what they see. When people with blindsight are asked exactly what stimuli look like, or determine whether these stimuli are present at all, they can't do better than the odds level. They report that they can't see anything. However, when asked more indirect questions, they can provide the right
answers. For example, people with blindsight are able to correctly determine the location of the object and the direction of movement, as well as to determine simple geometric shapes and patterns (Weiskrantz, 1997). It seems that while conscious reports of visual experiences are not possible, there is still a parallel and
indirect process at work that allows people to perceive certain aspects of incentives. Feeling is the process of receiving information from the environment through our sensory organs. Perception is the process of interpreting and organizing incoming information so that we can understand it and respond accordingly.
Transduction is the conversion of receptor cells' found stimuli into electrical impulses that are transported to the brain. Although our world experience is rich and complex, humans, like all species, have their own tailored sensory strengths and sensory limitations. Work of feelings and perceptions liquid, continuous
process. Our judgement in discovery tasks is influenced both by the absolute threshold of the signal and by our current motivation and experience. Signal detection analysis is used to distinguish sensitivity from reaction bias. The difference in threshold, or simply a persuasible difference, is the ability to detect the slightest
change in stimulus about 50% of the time. According to Weber's law, only a significant difference increases in proportion to the overall intensity of the stimulus. Studies have found that stimuli can affect behavior even if they are presented below the absolute threshold (i.e. subliminally). However, the effectiveness of
subliminal advertising has not been shown to be high. Determine the main structures of the eye and the role they play in the vision. Summarize how the eye and visual cortex work together to feel and perceive visual stimuli in the environment, including color processing, shape, depth and movement. While other animals
rely mainly on hearing, smell, or touch to understand the world around them, people rely heavily on vision. Much of our cerebral cortex is dedicated to seeing, and we have essential visual skills. Vision begins when light falls on the eyes, starting the transduction process. When this visual information reaches the visual
cortex, it is treated by various neurons that reveal colors, shapes and movements, and which create meaningful perceptions of incoming stimuli. The air around us is filled with electromagnetic energy sea; energy wave pulses that can carry information from one place to another. As shown in Figure 4.6 Electromagnetic
spectrum, electromagnetic waves differ in wavelengths: the distance between the peak of one wave and the next wave peak, and the shortest gamma waves are only a millimetre in length and the longest radio waves are hundreds of kilometres long. Humans are blind to almost all this energy, our eyes reveal only a
range of about 400 to 700 billion meters, part of the electromagnetic spectrum known as the visible spectrum. Fig. 4.6 The electromagnetic spectrum of the human eye can detect only a small part of the electromagnetic energy that surrounds us (the visible spectrum). As shown in Figure 4.7 Anatomy of the Human Eye,
light flows into the eye through the cornea, a clear coating that protects the eye and begins to focus the incoming light. The light then passes through the pupil, a small opening in the center of the eye. The pupil is surrounded by the iris, the colored part of the eye that controls the pupil's size by narrowing or diluting in
response to the intensity of light. When we enter a dark cinema on a sunny day, for example, the muscles of the iris open the pupil and allow more to enter. Full adaptation to darkness can take up to 20 minutes. Behind the pupil is a lens structure that focuses incoming light on the retina, a layer of tissue at the back of the
eye that contains photoreceptor cells. As our eyes move from near objects to remote objects, a process called visual accommodation takes place. Visual accommodation is a process of changing the curvature of the lens so that the light flows into the eye facing the retina. The rays from the top of the image strike the
bottom of the retina and vice versa, and the rays from the left side of the image strike the right side of the retina and vice versa, causing the image to be on the retina's upside down and back. In addition, the image projected by the retina is flat, and yet the perception of our final image will be three-dimensional. Figure 4.7
Anatomy of human eye light through the transparent cornea enters the eye passing through the pupil in the centre of the iris. The lens adjusts to focus light on the retina, where it appears upside down and back. Receptor cells in the retina transmit information through the optic nerve to the visual cortex. Accommodations
are not always ideal, and in some cases the light that is hitting the retina is a bit out of focus. As you can see in figure 4.8 Normal, Nearsighted, and Farsighted Eyes, if the focus is in front of the retina, we say that the person is short-sighted, and if the focus is behind the retina we say that the person is farsighted.
Glasses and contact lenses correct this problem by adding another lens to the front of the eye, and laser eye surgery corrects the problem by transforming the lens of the eye. Figure 4.8 Normal, Short-sighted, and far-sighted eyes of people with normal vision (left), the lens correctly focuses the incoming light on the
retina. For people who are short-sighted (center), images of distant objects focus too far in front of the retina, while people who are far-sighted (right) images from almost objects focus too far behind the retina. Glasses solve the problem by adding a secondary, corrective, lens. The retina contains layers of neurons
specializing in response to light (see Figure 4.9 Retina with its specialized cells). As light falls on the retina, it first activates receptor cells, known as rods and cones. The activation of these cells then spreads to bipolar cells and then to ganglion cells that gather together and merge, as do the strands of the rope, forming a
optic nerve. The optic nerve is a collection of millions of ganglion neurons that sends large amounts of visual information through the thalidom to the brain. Because the retina and optic nerve are active processors and analyzers of visual information, it is not inappropriate to think of these structures as an extension of the
brain itself. Figure 4.9 Retina with Cells When light falls on the retina, it creates a photochemical reaction in the bars and cones at the back of the retina. The reactions then continue to bipolar cells, ganglion cells, and eventually to the optic nerve. Rods are visual neurons that specialize in detecting black, white and gray.
There are about 120 million rods in each eye. The rods do not provide much detail about the images we see, but because they are very sensitive to shorter wavy (darker) and weak light, they help us see the dim light, for example at night. Because the rods are located mostly around the edges of the retina, they are
particularly active in peripheral vision (if you need to see something at night, try looking away from what you want to see). Cones are visual neurons that specialize in detecting fine details and colors. 5 million or so cones in each eye allow us to see the color, but they work best in bright light. Cones are located mainly in
and around the fovea, which is the main point of the retina. To show the difference between bars and cones for attention to detail, select the word in this text and focus on it. Do you notice that the words a few inches to the side seem more blurred? This is because the word you are drawn to strikes detail-oriented cones,
while the words around it strike less detail-oriented rods located on the periphery. Image 4.10 Mona Lisa's Smile Margaret Livingstone (2002) found an interesting effect that shows the different processing abilities of eye rods and cones, namely that the Mona Lisa smile, which is widely referred to as elusive, is perceived
differently depending on how one looks at the painting. Since Leonardo da Vinci painted a smile in low detail brush strokes, these details are better perceived by our peripheral vision (rods) than cones. Livingstone found that people rated the Mona Lisa as more hilarious when they were instructed to focus on her eyes
than they were when they were asked to look directly at her mouth. As Livingstone put it, She smiles until you look at her mouth, and then it fades like a dim star that disappears when you look directly at it. As shown in Figure 4.11, the visual imaging path through the Thathalem and the Visual Crust, the sensory
information received by the retina is transmitted through the thale to the corresponding locations in the visual cortex located at the back of the head of the lobe in the brain. Although the principle of contra-control can make you expect that the left eye could send information to the right hemisphere of the brain and vice
versa, nature is smarter than that. In fact, the left and right eyes each send information to both the left and right hemispheres, and the visual cortex processes each of the nuances and in parallel. This is the adaptation advantage of an organism that loses sight in one eye, because even if only one eye is functional, both
hemispheres will still receive input from it. Figure 4.11 Visual imaging pathway through Thalysing and to the visual cortex of the left and right eyes each transmit information to both the left and right hemispheres of the brain. The visual cortex consists of specialized neurons, which turn the sensations they receive from the
optic nerve into meaningful images. Since there is no photoreceptor cell where the optic nerve leaves the retina, a hole or blind spot has been created in our vision (see Figure 4.12 blind spot demonstration). When both of our eyes are open, we have no problem because our eyes are constantly moving, and one eye
forms about what the other eye does not use. But the visual system is also designed to address this problem, if only one eye is open, the visual cortex simply fills a small hole in our vision with similar patterns from surrounding areas, and we never notice the difference. The ability of a visual system to cope with the blind
spot is another example of how feeling and perception work together to create a meaningful experience. 4.12 Figure Blind Spot demonstration You can get an idea of the extent of your blind spot (where the optic nerve leaves the retina) while trying this demonstration. Close your left eye and stare at the right eye at the
cross in the diagram. You should be able to see the elephant picture on the right (don't look at it, just notice that it's there). If you can't see the elephant, closer or further until you can. Now slowly move so you're closer to the picture while you're constantly looking at the cross. At one distance (possibly a foot or so), the
elephant will completely disappear from view as its image is dropped to the blind spot. Perception is created in part by the simultaneous action of thousands of feature detector neurons,specialized neurons located in the visual cortex that react to endurance, angle, shape, edge, and motion visual stimuli (Kelsey, 1997;
Livingstone &amp; Hubel, 1988). Function detectors run in parallel, each performing a specialized function. When faced with red squares, such as parallel line feature detectors, horizontal lines feature detectors, and red color feature detectors all become activated. This activation is transferred to other visual cortexes,
where other neurons compare information by feature detectors with images stored in memory. Suddenly, in flash recognition, many neurons fire together, creating one image of the red squares that we experienced (Rodriguez et al., 1999). Figure 4.13: Figure 4.13 from the feeling. We do not see a series of lines, but
rather a cube. Which cube we see varies depending on the short-term result of the perceptual process of the visual cortex. Some feature detectors are tuned to selectively respond to particularly important objects such as faces, smiles, and other body parts (Downing, Jiang, Shuman, &amp; Kanwisher, 2001; Haxby et al.,
2001). When researchers stopped facial recognition areas in the cortex using magnetic impulse transcranial magnetic stimulation (TMS), people were temporarily unable to recognize faces, and yet they were still able to recognize the home (McKone, Kanwisher, &amp; Duchaine, 2007; Pitcher, Walsh, Jowell, ...
Duchaine, 2007). It is estimated that the human visual system can detect and discriminate between 7 million color variations (Geldard, 1972), but these variations are all created by combinations of three primary colors: red, green, and blue. A colour tone known as a hue is conveyed by a wavelength of light that enters
the eye (we see shorter wavelengths as more blue and longer wavelengths than more red), and we detect brightness from intensity or wave height (larger or more intense waves are perceived as lighter). Figure 4.14: Low and high frequency sine waves and low and high intensity sine waves and their corresponding
colors Light waves with shorter frequencies are perceived as more blue than red; light waves with greater intensity are considered lighter. In his important study on color vision, Hermann von Helmholt (1821–1894) invented that color is perceived because retinal cones come in three ways. One type of cone mainly reacts
to blue light (short wavelength), the other responds mainly to green light (medium wavelengths), and the third responds mainly to red light (long wavelengths). The visual cortex then detects and compares the strength of signals from each of the three types of cones, creating an experience of color. According to this
Young-Helmholtz trichromat color theory, what color we see depends on a mix of signals from three types of cones. If the brain receives mostly red and blue signals, for example, it will perceive purple; if it receives mainly red and green signals, it will be taken yellow; and if it receives messages from all three cones types,
it will perceive white. The different features of three types of cones are evident in people who experience color blindness, inability to detect either green and/or red colors. Approximately 1 in 50 people, mostly men, do not work in red or green sensitive cones, leaving them only able to experience either one or two colours
(Figure 4.15). Figure 4.15: Figure 4.15: However, people who is color blind can not see the numbers at all. Trichromatic color theory cannot explain the entire human vision, however. For one, although the color purple does seem to us as mixing red and blue, yellow does not seem to blend red and green. And people with
color blindness, who can not see either green or red, can still see yellow. An alternative approach to the Young-Helmholtz theory, known as the opponent's process color theory, suggests that we analyze sensory information not for three colors, but for three sets of opponent's colors: red-green, yellow-blue, and white-
black colors. Evidence of the opponent's process theory comes from the fact that some retinal neurons and visual cortex are excited about one color (such as red), but inhibit another color (such as green). One example of an opponent's handling occurs in the experience of an afterimage. If you look at the flag on the left
side of the image 4.16 U.S. flag for about 30 seconds (the longer you look, the better the effect), and then move your eyes to the empty area to the right of it, you will see an afterimage. When we look at green stripes, our green receptors get used to and start the process less powerfully, while the red receptors remain at
full strength. When we switch our gaze, we see the mostly red part of the opponent's process. Similar processes produce blue after yellow and white after black. Figure 4.16 U.S. flag Presence afterimage best explains the opponent's process theory of color perception. Stare at the flag for a few seconds, and then move
your gaze to an empty space next to it. Can you see the afterimage? The three-colored and adversary process mechanisms work together to create color vision. When light rays enter the eye, red, blue and green cones on the retina react to varying degrees, and send different force signals red, blue and green through the
optic nerve. The color signals are then processed by both ganglion cells and neurons in the visual cortex (Gegenfurtner &amp; Kiper, 2003). One of the important processes required for vision is the perception of form. German psychologists in the 1930s. And 1940s strong, including Max Wertheimer (1880-1943), Kurt
Koffka (1886-1941) and Wolfgang Köhler (1887-1967), claimed that we were creating shapes from their constituent senses based on the idea of gestalt, meaningfully organized whole. The idea of gestalt is that everything is more than the sum of its parts. Some examples of how gestalt principles make us see more than
actually are summarised in Table 4.1 a summary of the Gestalt principles on perception. Table 4.1 Summary of the description of gestalt principles Description Image and foundation We build input so that we always see the figure (image) against the ground On the right, you can see the vase or you can see two faces,
but in any case, you arrange the image as a figure against the ground. Figure 4.1: Figure 4.1: You will most likely see three similar columns between XYX characters to the right than you see four rows. Figure 4.1 Proximity We combined the numbers nearby. Do you see four or eight images on the right? The principles of
proximity show that you could only see four. Figure 4.1 Continuity We usually perceive incentives in a smooth and continuous way rather than in interrupted ways. To the right, most people see line dots moving from the lower left to the upper right, rather than the line that moves from the left and then suddenly turns away.
The principle of continuity makes us see most lines as the smoothest possible path. Figure 4.1 Closure We tend to fill gaps in an incomplete image to create a complete, whole object. The closure forces us to see one spherical object to the right, not a set of unrelated cones. Figure 4.1 Depth perception is the ability to
perceive three-dimensional space and to accurately judge the distance. Without depth of perception, we couldn't drive a car, thread a needle, or simply navigate our way through the supermarket (Howard &amp; Rogers, 2001). Studies have found that depth perception is partly based on innate abilities and partly learned
through experience (Witherington, 2005). Psychologists Eleanor Gibson and Richard Walk (1960) tested the ability to perceive depth in 6- to 14-month-old infants by placing them on a visual cliff, a mechanism that gives the perception of a dangerous drop-off in which infants can safely test their perception of depth
(Figure 4.22 Visual Cliff). Babies were placed on one side of the cliff, while their mothers called them from the other. Gibson and Walk found that most infants either crawled away from the cliff or stayed on board and cried because they wanted to go to their mothers, but the infants perceived an abyss that they instinctively
could not cross. Further research has found that even very young children who still can't crawl are afraid of heights (Campos, Langer, &amp; Krowitz, 1970). On the other hand, studies have also found that infants improve their hand-eye coordination because they learn to better grasp objects and how they gain more
experience in crawling, indicating that depth perception is also learned (Adolf, 2000). Depth perception is the result of the fact that we use the nuances of depth, reports from our bodies and the external environment that provide us with information about space and distance. The nuances of binocular depth are the
nuances of the depth that create differences in the retina image, that is, the space between our eyes, and thus that require coordination of both eyes. One of the results of the the difference is that the images projected on each eye differ slightly from each other. The visual cortex automatically combines two images into
one, allowing us to perceive depth. Three-dimensional films use retinal differences using 3-D glasses that the viewer wears to create a different image in each eye. The perceptual system quickly, easily, and unconsciously converts the differences into 3-D. An important binocular depth instruction is convergence, the inner
rotation of our eyes, which is required to focus on objects less than 50 meters away from us. The visual cortex uses the size of the convergence angle between the eyes to judge the object's distance. You'll be able to feel your eyes converge if you slowly bring your finger closer to your nose while continuing to focus on it.
When you close one eye, you no longer feel the tension— convergence is a binocular depth instruction that requires both eyes to work. The visual system also uses accommodation to help determine the depth. As the lens changes its curvature to focus on distant or near objects, information released from the muscles
attached to the lens helps us determine the object's distance. Accommodations are only effective by short-distance traffic, however, while it is handy when threading a needle or tying shoelaces, it is much less effective when driving or playing sports. Although the best nuances of depth occur when both eyes work
together, we can see the depth even with one eye closed. Monocular depth nuances are the nuances of depth that help us perceive depth through only one eye (Sekuler &amp; Blake, 2006). Some of the most important are summarised in Table 4.2 The nuances of monocular depth, which helps us to judge the depth of
distance. Table 4.2 Monocular depth nuances that help us judge the depth of the long-term description Example of image position We tend to see objects above in our field of vision below. Fence poles right appear further not only because they become smaller, but also because they appear above the image. Figure 4.2
Andrew Huff – Rotted Fence – CC BY 2.0. Relative size Assuming that objects in the scene are the same size, smaller objects are taken as farthest. To the right, cars in the distance seem smaller than closer to us. Figure 4.2 Allan Ferguson – Trolleybus crosses motorways – CC BY 2.0. Linear perspective It seems that
parallel lines converge from a distance. We know that the songs on the right are parallel. When they appear closer together, we determine that they are further away. Light and shadow The Eye receives more reflected light from objects closer to us. Usually light comes from above, so darker images are in the shade. We
see the images on the right as expanded and indented according to their shading. If we crop the image, the images will be changed. Figure 4.2 : another object, we see it as closer. To the right, as the blue star covers the pink band, it is considered to be closer than the yellow moon. Figure 4.2: The artist who painted the
image on the right uses an aerial perspective to make the distant hills more hazy and thus appear further. Figure 4.2 Frans Koppelaar – Landscape near Bologna – CC BY-SA 2.5. Many animals, including humans, have very complex perceptual skills that allow them to coordinate their movements with the movement of
moving objects to create a collision with this object. Bats and birds use this mechanism to catch a robber, dogs use it to catch frisbee, and people use it to catch moving football. The brain detects movement partly from the variable image size to the retina (objects that look larger are usually closer to us) and partly from
the relative brightness of the objects. We also experience movement when objects close to each other change their appearance. The beta effect refers to the perception of movement that occurs when different images are presented side by side in a series (see note 4.43 Beta effect and Phi Phenomenon). The visual
cortex fills the missing part of the movement, and we see that the object is moving. The beta effect is used in films to create a movement experience. A related effect is a phi phenomenon in which we perceive a sense of movement caused by the appearance and disappearance of objects close to each other. The phi
phenomenon looks like a moving area or a cloud of background color around flashing objects. The beta effect and the Phi phenomenon are other examples of gestalt important–our tendency to see more than the sum of parts. Vision is the process of discovering the electromagnetic energy that surrounds us. Only a small
part of the electromagnetic spectrum is visible to humans. Visual receptor cells in the retina reveal the shape, color, movement and depth. Light enters the eye through the translucent cornea and passes through the center of the pupil's iris. The lens adjusts to focus light on the retina, where it appears upside down and
back. Receptor cells in the retina are excited or depressed by light and transmit information to the visual cortex through the optic nerve. The retina has two types of photoreceptor cells: rods that reveal brightness and react to black and white, and cones that react to red, green and blue. Color blindness occurs when
people lack the function of red or green sensitive cones. Feature detector neurons in the visual cortex will help us recognize objects, and some neurons respond selectively to the face and other parts of the body. Young-Helmholtz trichromatic color theory suggests that color perception is the result signals are sent by
three types of cones, but the opponent-process color theory suggests that we perceive color as three sets of opponent colors: red-green, yellow-blue, and white-black. The ability to perceive depth occurs through the nuances of the result of binocular and monocular depth. Movement is perceived as a function of object
size and brightness. The beta effect and the Phi phenomenon are examples of perceptible movements. Describe how feeling and perception work together through sensory interaction, selective distraction, sensory adjustment, and perceptuality. Give examples of how our expectations can influence our perception by
creating illusions and potentially inaccurate judgments. The eyes, ears, nose, tongue and skin sense the world around us, and in some cases perform preliminary processing of information about incoming data. But overall, we don't experience the feeling-we experience the result of the perceptual overall package that the
brain puts together from the pieces it gets through our senses and that the brain brings us to experience. When we look out the window at the view of the fields, or when we look at the face of a good friend, we not only see the juble color and shape we see, instead, the image of the countryside or the image of a friend
(Goodale &amp; Milner, 2006). One of the important processes required for vision is the perception of form. German psychologists in the 1930s. And 1940s strong, including Max Wertheimer (1880-1943), Kurt Koffka (1886-1941) and Wolfgang Köhler (1887-1967), claimed that we were creating shapes from their
constituent senses based on the idea of gestalt, meaningfully organized whole. The idea of gestalt is that everything is more than the sum of its parts. Some examples of how gestalt principles make us see more than actually are summarised in Table 4.1 a summary of the Gestalt principles on perception. Table 4.1
Summary of the description of the Gestalt principles Image image and foundation We build input, so that we always see the figure (image) on the ground (background). On the right, you can see the vase or you can see two faces, but in any case, you arrange the image as a figure against the ground. Figure 4.1: Figure
4.1: You will most likely see three similar columns between XYX characters to the right than you see four rows. Figure 4.1 Proximity We combined the numbers nearby. Do you see four or eight images on the right? The principles of proximity show that you could only see four. Figure 4.1 Continuity We usually perceive
incentives in a smooth and continuous way rather than in interrupted ways. To the right, most people see line points moving from the bottom left to the top right instead of the line moves from the left and then turns abruptly. The principle of continuity makes us see most lines as the smoothest possible path. Figure 4.1
Closure We tend to fill gaps in an incomplete image to create a complete, whole object. The closure forces us to see one spherical object to the right, not a set of unrelated cones. Figure 4.1 Depth perception is the ability to perceive three-dimensional space and to accurately judge the distance. Without depth of
perception, we couldn't drive a car, thread a needle, or simply navigate our way through the supermarket (Howard &amp; Rogers, 2001). Studies have found that depth perception is partly based on innate abilities and partly learned through experience (Witherington, 2005). Psychologists Eleanor Gibson and Richard
Walk (1960) tested the ability to perceive depth in 6- to 14-month-old infants by placing them on a visual cliff, a mechanism that gives the perception of a dangerous drop-off in which infants can safely test their perception of depth (Figure 4.22 Visual Cliff). Babies were placed on one side of the cliff, while their mothers
called them from the other. Gibson and Walk found that most infants either crawled away from the cliff or stayed on board and cried because they wanted to go to their mothers, but the infants perceived an abyss that they instinctively could not cross. Further research has found that even very young children who still can't
crawl are afraid of heights (Campos, Langer, &amp; Krowitz, 1970). On the other hand, studies have also found that infants improve their hand-eye coordination because they learn to better grasp objects and how they gain more experience in crawling, indicating that depth perception is also learned (Adolf, 2000). Depth
perception is the result of the fact that we use the nuances of depth, reports from our bodies and the external environment that provide us with information about space and distance. The nuances of binocular depth are the nuances of the depth that create differences in the retina image, that is, the space between our
eyes, and thus that require coordination of both eyes. One result of retinal differences is that the images projected in each eye are slightly different from each other. The visual cortex automatically combines two images into one, allowing us to perceive depth. Three-dimensional films use retinal differences using 3-D
glasses that the viewer wears to create a different image in each eye. The perceptual system quickly, easily, and unconsciously converts the differences into 3-D. An important binocular depth instruction is convergence, the inner rotation of our eyes, which is required to focus on objects less than 50 meters away from us.
The visual cortex uses the size of the convergence angle between the eyes to judge the object's distance. You will be able to feel your eyes converge slowly zoom your finger into your nose while continuing to focus on it. When you close one eye, you no longer feel the tension— convergence is a binocular depth
instruction that requires both eyes to work. The visual system also uses accommodation to help determine the depth. As the lens changes its curvature to focus on distant or near objects, information released from the muscles attached to the lens helps us determine the object's distance. Accommodations are only
effective by short-distance traffic, however, while it is handy when threading a needle or tying shoelaces, it is much less effective when driving or playing sports. Although the best nuances of depth occur when both eyes work together, we can see the depth even with one eye closed. Monocular depth nuances are the
nuances of depth that help us perceive depth through only one eye (Sekuler &amp; Blake, 2006). Some of the most important are summarised in Table 4.2 The nuances of monocular depth, which helps us to judge the depth of distance. Table 4.2 Monocular depth nuances that help us judge the depth of the long-term
description Example of image position We tend to see objects above in our field of vision below. Fence poles right appear further not only because they become smaller, but also because they appear above the image. Figure 4.2 Andrew Huff – Rotted Fence – CC BY 2.0. Relative size Assuming that objects in the scene
are the same size, smaller objects are taken as farthest. To the right, cars in the distance seem smaller than closer to us. Figure 4.2 Allan Ferguson – Trolleybus crosses motorways – CC BY 2.0. Linear perspective It seems that parallel lines converge from a distance. We know that the songs on the right are parallel.
When they appear closer together, we determine that they are further away. Light and shadow The Eye receives more reflected light from objects closer to us. Usually light comes from above, so darker images are in the shade. We see the images on the right as expanded and indented according to their shading. If we
crop the image, the images will be changed. Figure 4.2: To the right, as the blue star covers the pink band, it is considered to be closer than the yellow moon. Figure 4.2: The artist who painted the image on the right uses an aerial perspective to make the distant hills more hazy and thus appear further. Figure 4.2 Frans
Koppelaar – Landscape near Bologna – CC BY-SA 2.5. One of them is sensory interaction, which is a different sense of collaboration to create experience. Sensory interactions are involved when taste, smell, and texture to create the taste we experience in food. It's also involved when we enjoy the movie because its
images and music work together. While you might think that we understand speech only through our sense of hearing, it turns out that the visual aspect of speech is also important. One example of sensory interaction is shown in the McGurk effect, an error in the perception that occurs when we misrepresent sounds
because the audio and visual parts of speech are inappropriate. You can witness the effect yourself by viewing the Note 4.69 Video Clip: The McGurk Effect. &lt;a class=replaced-iframe style=text-decoration: underline;background-color:= transparent= href= data-iframe-code= www.youtube.com/watch?v=jtsfidRq2tw
=&gt;(click to see the video) McGurk effect is a mistake in sound perception that occurs when there is a discrepancy between hearing and sightings. You can experience it here. Other examples of sensory interactions include the experience of nausea, which can occur when sensory information is received from the eyes
and the body does not match the information from the vestibular apparatus (Flanagan, May, &amp; Dobie, 2004) and synaesthesia, an experience in which one feeling (such as sound hearing) creates an experience in another (e.g. visual). Most people don't experience synaesthesia, but those who do link their perception
in unusual ways, such as experiencing color when they taste certain foods or hearing sounds, when they see certain objects (Ramachandran, Hubbard, Robertson, &amp; Sagiv, 2005). Another important perceptual process is selective attention, the ability to focus on some sensory raw materials while tuning others. View
Note 4.71 Video Clip: Selective Attention and count the number of times people play with the ball to pass it on to each other. You may find that, like many other people who believe it for the first time, you miss something important because you selectively visit only one aspect of the video (Simon &amp; Chabris, 1999).
Perhaps the process of selective attention can help you understand why security guards completely missed the fact that the Chaser group's motorcade was fake, they focused on some aspects of the situation, such as the color of the cars and the fact that they were there at all, and completely ignored others (details of
security information). &lt;a class=replaced-iframe style=text-decoration: underline;background-color:= transparent= href= data-iframe-code= www.youtube.com/watch?v=vJG698U2Mvo=&gt;(click to see the video) Watch this video and carefully count the number of times people pass the ball to each other. Selective
attention also allows us to focus on one talker at the party while ignoring other conversations that take place&lt;/a&gt; &lt;/a&gt;us (Broadbent, 1958; Cherry, 1953). Without this automatic selective focus, we would not be able to focus on the one conversation we want to hear. But selective attention is not complete; we
also at the same time monitor what happens in the channels we do not focus on. Maybe you have had the experience of being at a party and talking to someone in one of the rooms when suddenly you hear your name being mentioned in someone else's part of the room. This cocktail party phenomenon shows us that
while selective attention is limiting what we processes, we did at the same time doing a lot of unconscious surveillance in the world around us, you didn't know you attended a background sound party, but apparently you had. The second essential process of perception is sensory adaptation - reduced sensitivity to the
stimulus after prolonged and constant exposure. When you step into the pool, the water initially feels cold, but after a while you stop noticing it. After prolonged exposure to the same stimulus, our sensitivity to it decreases and we no longer perceive it. The ability to adapt to things that don't change around us is essential
to our survival because it leaves our sensory receptors free to detect important and informative changes in our environment and respond accordingly. We ignore the sounds that our car makes every day, which allows us to freely pay attention to sounds that are different from normal, and thus may require our attention.
Our sensory receptors have anxiety novelty and are tired after constant exposure to the same stimulus. If sensory customization happens to all senses, why doesn't the image fade away after we look at it for a while? The answer is that although we don't realize it, our eyes constantly fly from one angle to the next, making
thousands of tiny movements (called saccades) every minute. This constant eye movement ensures that the image we are looking at always refers to fresh receptor cells. What would happen if we could stop the movement of our eyes? Psychologists have developed a way to check sensory adjustment of the eye by
adding a tool that ensures a permanent image is maintained on the inner surface of the eye. Participants are equipped with a contact lens, to which miniature slide projectors are attached. As the projector follows the exact movements of the eye, the same image is always projected, stimulating the same place in the
retina. Within seconds, interesting things start to happen. The image will begin to disappear, then reappear, only to disappear again into pieces or in general. Even eye experience sensory adaptation (Yarbus, 1967). One of the main problems of perception is to ensure that we always perceive the same object at the same
time, despite the fact that feelings that it creates on our receptors change dramatically. The ability to perceive stimulus as a constant, despite a change in feeling is known as a perceptive similarity. Consider our image of the door as it swings. When it is closed, we see it as rectangular, but when it is open, we see only its
edge and it appears as a line. But we never perceive the door as a changing shape because it's swing-perception mechanisms to take care of the problem for us, allowing us to see the constant shape. The visual system also corrects the color of the sassus. Imagine that you have blue jeans and a bright white t-shirt.
When you are outdoors, both colors will be their brightest, but you will still perceive the white t-shirt as bright and blue jeans as darker. When you go indoors, the light shining on the clothes will be noticeably d sunlight, but you still perceive the t-shirt as bright. This is because we pour colors into the context and see that
compared to its surroundings, the white t-shirt reflects the most light (McCann, 1992). In the same way, a green leaf on a cloudy day can reflect the same wavelength of light as a brown tree branch does on a sunny day. However, we still perceive the leaf as green and twig as brown. Although our perception is very
accurate, it is not perfect. Illusions arise when the perceptual processes that usually help us to perceive the world around us correctly are fooled by a particular situation, so that we can see something that does not exist or is wrong. Figure 4.34 Optical illusions, resulting in brightness of the election (left) and color
constants (right) create two situations in which our usually accurate picture of visual constants is fooled. Figure 4.34 Optical illusions leading to brightness election (left) and color similarity (right) Carefully look at the snakelike pattern on the left. Are the green strips really lighter than the background? Cover the white
curves and you will see they don't. Another well-known illusion is the Mueller-Lyer illusion (see figure 4.35 of the Mueller-Lyre illusion). The line segment in the bottom arrow looks longer than what is at the top, even if they are both actually the same length. It is possible that the illusion is partly the result of a failure of the
monocular depth nuances–the bottom line looks like an edge that is usually further away from us, but the top one looks like an edge that is usually closer. Image 4.35 The Mueller-Lyre illusion of the Mueller-Lyre illusion makes the line segment at the top of the left image appear shorter than the bottom. The illusion is
partly caused by the monocular depth cue – the bottom line looks like an edge, usually farther away from us, the top one looks like an edge that is usually closer. The illusion of the moon refers to the fact that the moon is perceived as about 50% larger when it is on the horizon than when it is seen above the head,
despite the fact that both moons are the same size and put the same size in the retina image. The monocular depth nuances of position and air point of view create the illusion that things that are lower and hazy are further. The skyline of the horizon (trees, clouds, contours of buildings) also gives a cue that the moon is
far away compared to the moon in its zenith. If we look at the horizon of the moon through a tube rolled up in paper, subtracting the surrounding horizon nuances, the moon will immediately appear smaller. The ponzo illusion works on the same principle. As you can see in the figure 4.37 Ponzo illusion, the upper yellow
bar seems longer than the bottom, but if you measure them you will see that they are exactly the same length. The monocular depth cue linear outlook leads us to believe that given two similar objects, far away you can only cast the same size of retina image as closer to the object if it is larger. Therefore, the top bar is
longer. Figure 4.37 Ponzo illusion Ponzo illusion causes failure of the monocular depth cue linear perspective: Both rods are the same size, even if the top one looks bigger. Illusions show that our perception of the world around us can be influenced by our previous knowledge. But the fact that some illusions exist in
some cases does not mean that the perceptual system is usually inaccurate, in fact, people usually become so closely in touch with their environment that the physical body and the particular environment that we feel and perceive becomes incarnated, that is, built-in and connected to our cognition, for example, that the
world around us becomes part of our brain (Calvo &amp; Gamila, 2008). The close relationship between humans and their environment means that while illusions can be created in the laboratory and in some unique situations, they may be less prevalent with active observers in the real world (Runeson, 1988). Our
emotions, thinking, expectations, and contexts in which our feelings occur all have a profound impact on perception. People who have been warned that they are going to taste something at a bad rate, which they taste more negatively than people who have been told that taste will not be as bad (Nitschke et al., 2006),
and people perceive child and adult couples as looking more like when they are told that they are parents and children (Bressan &amp; Dalello Martello, 2002). Similarly, participants who see images of the same child rate are stronger and higher when they are told it is a boy, not when they are told it is a girl (Stern &amp;
Karraker, 1989), and research participants who learn that the child is from a lower-grade background child scores for intelligence tests as lower than people who see the same test as the child they are told are from a high-end background (Darley &amp; Gross, 1983). Plassmann, O'Doherty, Shiv, and Rangel (2008) &lt;
found that wines were rated more positively and caused greater brain activity in brain areas associated with joy when they said it cost more than when they said to cost less. And even experts can be fooled: Professional referees tended to award more penalty cards to football teams for videotaped fouls when they said
that the team had a history of aggressive behavior than when they had no such expectations (Jones, Paull, &amp; Erskine, 2002). Our perception is also influenced by our desires and motivations. When we are hungry, food-related words tend to attract our attention more than unsuscorn. Bradley, Hyare, &amp; Lee,
1998), we perceive objects that we can achieve as bigger than those that we can't achieve (Witt &amp; Proffitt, 2005), and people who prefer a political candidate's policies view a candidate's skin color more positively than those who oppose a candidate's policies (Caruso, Mead, &amp; Balcetis, 2009). Even our culture
influences perception. Chua, Boland, and Nisbett (2005) showed American and Asian graduate students various images, such as airplane, animal, or train, against a sophisticated background. They found that (according to their overall individualistic orientation) American students tended to focus more on foreground
image, while Asian students (according to their interdepended orientation) paid more attention to the image context. In addition, Asian and American students focused more or less on context depending on whether their Asian or American identity is activated. Human factors are an area of psychology that uses
psychological knowledge, including the principles of feeling and perception, to improve technological development. Human factors have worked on a variety of projects, from nuclear reactor control centres and airplane cabins to mobile phones and websites (Proctor &amp; Van Zandt, 2008). For example, modern
televisions and computer monitors were developed based on trichromatic color theory using three color elements placed close enough together to confuse colors with the eye. Knowledge of visual systems also helped engineers create new types of displays, such as those used in notebooks and music players, and better
understand how using cell phones while driving can contribute to car accidents (Lee &amp; Strayer, 2004). Human factors are also essential for the safety of airlines. About two-thirds of accidents on commercial aircraft flights are caused by human error (Nickerson, 1998). During take-off, travel and landing, the pilot shall
simultaneously contact the aircraft manoeuvres, scans the horizon for other aircraft and performs controls. It is essential that an interface is required that works easily and naturally with the visual perception of the pilot. Psychologist Conrad Kraft (1978) hypothesized that airplanes land, without other distant nuances seen,
pilots can be subjected to a kind of moon illusion in which urban lights outside the runway seem much larger on the retina than they really are, deceiving the pilot into landing too early. Kraft's findings caused airlines to take new flight safety measures where copilots have to summon altitudes gradually during the descent,
which is likely to have reduced the number of landing accidents. Figure 4.38 presents the design of the aircraft's instrument panel before and after it was transformed by human factors by psychologists. On the left is the original theme, in which the controls were overflowing and cluttered, there is no logical sequence for
each control that performs a single task. The controls were more or less the same as the color, and the gauges were not easy to read. The redesigned digital cockpit shows a significant improvement in usability. More controls are color-coded and multifunctional to have less clutter on the dashboard. Screens use LCD
and 3-D graphics. Text sizes are variable – readability increases – and many features have become automated, relieving pilots to focus on more important actions. One important aspect of the redesign was based on the principles of sensory adaptation. Displays that are easy to see in darker conditions quickly become
unreadable when the sun shines directly at them. It takes the pilot a relatively long time to adjust suddenly to a much brighter display. In addition, perceptual contrast is important. The display at night cannot be so vivid that the pilot is unable to see the targets in the sky or on the ground. Human factors psychologists use
these principles to determine the appropriate stimuli of the intensity required for these displays so that pilots can read them accurately and quickly with a wide range of conditions. Psychologists accomplished by developing an automatic control mechanism that senses the ambient light visible through the front cockpit
windows and which detects light on the display surface, and then automatically adjusts the intensity of the display pilot (Silverstein, Krantz, Gomer, Yeh, &amp; Monty, 1990; Silverstein &amp; Merrifield, 1985). Sensory interactions occur when different sensations work together, such as when to taste, smell, and
communicate together to produce flavor food. Selective attention allows us to focus on some sensory experiences while tuning in from others. Sensory adaptation occurs when we become less sensitive to some aspects of our environment, depriving us of focusing on more important changes. Perception allows us to
perceive the object as their own, despite the change in feeling. Cognitive illusions are examples of how our expectations can affect our perception. Our emotions, motivations, desires and even our culture can influence our perception. Bressan, P., &amp; Dal Martello, M.F. (2002). Talis pater, talis filius: Perceived
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